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Abstract

Today, Artificial Intelligence (AI) plays a role in many K-12 students’ lives within the United
States and around the world. Accordingly, there has been an increase in research about K-12
AI literacy curricula to prepare the next generation to participate in the future. However,
there is little alignment from researchers on what to teach students or how to evaluate
that learning. We examined 64 peer-reviewed articles on K-12 AI literacy curricula to
catalog their approach to assessing students’ AI knowledge and perspectives. We organized
assessments by their type (formative or summative; open, fixed, activity-based) and the
kind of content they assess (concept, practice, perspective). We found many examples
of summative assessments of AI concepts, construction of AI, and psychological beliefs
about AI. Few assessments were formative, activity-based, assessed students’ analysis of
AI, assessed students’ AI communication skills, or assessed their critical understanding of
AI. This work sheds light on which approaches to use in assessment and what assessment
tools are missing.

1 Introduction

As artificial intelligence (AI) has become increasingly integrated into everyday life,
researchers, policymakers, and educators have called for the general public to become
more informed about AI. Various advocates of AI education have envisioned the
kinds of knowledge and skills they believe people need to be well-informed citizens in
an AI-powered world. As synthesized by Ng et al. (2021), different definitions of AI
literacy found in previous works revolve around people understanding, knowledgeably
using, creating, and evaluating AI systems by developing both technical and ethical
knowledge. Along with these calls, there has been a surge in AI education research in
formal and informal educational settings. Existing literature reviews on AI education,
particularly for K-12 students and the general public, have examined or defined goals
for AI education, explored design approaches, and proposed future directions for the
field. However, existing reviews have yet to explore the effectiveness of different
approaches.

This paper explores AI literacy curricula, specifically those designed for K-12
students, and how they evaluate their work. Specifically, we explore: how do we best
evaluate K-12 students’ grasp of AI concepts, practices, and perspectives following an
educational intervention? Answering this research question is an important first step
to future meta-reviews that could compare different pedagogical approaches by their
chosen evaluation metrics. In the first part of this paper, we review published K-12 AI
literacy curricula to propose a framework for taxonomizing AI literacy as AI concepts,

randiw12@mit.edu


practices, and perspectives. Then, we use this framework to summarize evaluation
practices in the published articles. Finally, we propose approaches for designing K-12
constructionist AI literacy assessments.

2 Related Literature Reviews

As more research on K-12 AI literacy has been produced over the past few years,
many researchers have published review articles to summarize work in the field. The
goals of these articles are often quite different. Long and Magerko (2020), Ng et al.
(2021), Ojeda-Bazaran et al. (2021), and Zhou et al. (2020) are broadest in scope,
summarizing every K-12 AI article they found. Sanusi et al. (2021), Von Wangenheim
et al. (2020), and Marques et al. (2020) more narrowly focus on K-12 machine learning
curricula while Olari and Romeike (2021) focus on data science. Su and Yang (2022)
looks at the use of AI in early education, including AI literacy curricula for children
aged three to eight years old. Of these, Ng et al. (2021) contribute a particularly
comprehensive review of K-12 AI literacy. First, they conceptualize a definition of
AI literacy based on previous work. They describe AI literacy as understanding and
using AI applications, applying AI knowledge to different scenarios, evaluating and
creating with AI applications, and considering societal and ethical issues related to
AI. Furthermore, they unpack pedagogical approaches, assessment approaches, and
ethical issues related to the design of K-12 AI curricula.

Besides Ng et al.’s review, Marques et al. (2020) are the only others who review
evaluation and assessment approaches in K-12 literacy. Both reviews describe the
variety of quantitative and qualitative measures that researchers have used to gather
evidence of their work’s impact. Although both of these reviews contain useful in-
formation about how K-12 AI literacy is assessed, assessment is not the focus. The
contribution of this work is that it centers on assessment. As many other reviews have
pointed out, K-12 AI literacy work is very cross-disciplinary and there are divergent
methods and terms used (Long and Magerko, 2020; Ng et al., 2021; Tedre et al., 2021;
Su and Yang, 2022). By centering assessment, we hope to create a common language
around evaluation that will make it easier to compare K-12 AI literacy research in
the future.

3 Methods

3.1 Search and selection process

We conducted a literature review to summarize assessment approaches in K-12 AI
education. We collected published literature in AI education using keyword searches
followed by the “snowballing” method from Wohlin (2014). The snowballing method
starts by identifying a start set of papers from relevant research communities and
then discovering other relevant papers by looking at their references and citations.
Our starting set included the nine literature review articles mentioned in the Related
Literature Reviews section plus Touretzky et al.’s milestone 2019 paper on K-12 AI
literacy. We also included papers on K-12 AI literacy from the 2019-2021 proceedings



Table 1: Inclusion and exclusion criteria for study selection

Inclusion criteria Exclusion criteria
Is a peer-reviewed conference or jour-
nal paper

Is a thesis, book, website, or other
non-peer-reviewed work

Specifies primary, middle, and/or high
school students in the target popula-
tion

Does not specify the age of the target
population, combines results of par-
ticipants of different ages, or only in-
cludes older learners

Describes an evaluative user study
with K-12 participants

Is a proposal, theory, system descrip-
tion, or other non-experimental work

Provides the results of the evaluation

of the Educational Advances in AI (EAAI) conference and the ACM’s Special Interest
Group on Computer Science Education (SIGCSE). We excluded EAAI and SIGCSE
papers that did not focus on AI literacy or did not include students in the K-12 age
range; this added 12 more papers to our starting set.

As we collected papers that cited and were cited by our starting set, we narrowed
our scope to papers published during or before 2021. One reviewer downloaded and
briefly reviewed the abstracts and results of these papers to determine the age range
of the participants, whether a user study was conducted, and whether the results
of the user study were published in the article. We adopted a set of inclusion and
exclusion criteria, shown in Table 1, to standardize our study selection process.

3.2 Data coding and analysis process

First, we reviewed the selected studies and recorded descriptive information about
the study: the country the authors came from, the year of publication, the age group
studied, and the setting the study was conducted in. Next, we analyzed the AI
content and evaluation methods employed in the studies. In this initial review, only
one researcher conducted the analysis.

The researcher used the grounded theory method of analyzing the AI content de-
livered in the studies. For AI content, the researcher’s goal was to align AI content
with the concepts, practices, and perspectives (CPPs) framework proposed by Bren-
nan and Resnick (2012). The researcher summarized the learning objectives found
in the selected papers, then categorized them by whether they conveyed a concept,
practice, or perspective. For example, ”recognizing a system as using AI” was catego-
rized as a practice while ”awareness of the role of AI in personal life” was categorized
as a perspective. For the assessments, the researcher used a similar process, clus-
tering evaluation methods into broad categories such as ”knowledge examination”



Table 2: Reviewed articles by year of publication

Year N Studies
2008 1 Bigham et al.
2012 1 Rosen et al.
2014 1 Benotti et al.
2016 3 Kandlhofer et al.; Burgsteiner et al.; Vachovsky et al.
2017 1 Srikant and Aggarwal
2018 4 Hitron et al.; Sakulkueakulsuk et al.; Kahn et al.; Ureta and Rivera
2019 11 Druga et al.; Hitron et al.; Williams et al.; Williams et al.

Estevez et al.; Mariescu-Istodor and Jormanainen; Mobasher et al.;
Tang et al.; Zhang et al.; Zimmermann-Niefield et al.

2020 13 Alturayeif et al.; Bilstrup et al.; DiPaola et al.; Lin et al.
Norouzi et al.; Sabuncuoglu; Schaper et al.; Shamir and Levin
Skinner et al.; Van Brummelen et al.; Vartiainen et al.
Vartiainen et al.; Wan et al.

2021 29 Ali et al.; Ali et al.; Ali et al.; Choi and Park; Druga and Ko
Forsyth et al.; Henry et al.; Jordan et al.; Kaspersen et al.; Lin et al.;
Kaspersen et al.; Kim et al.; Lee et al.; Long et al.; Lyu et al.
Melsión et al.; Olari et al.; Park et al.; Rodŕıguez-Garćıa et al.
Shamir and Levin; Aki Tamashiro et al.; Tseng et al.
Van Brummelen et al.; Vartiainen et al.; Voulgari et al.
Williams; Yoder et al.; Zhang et al.; Zhu and Van Brummelen

Total 64

or ”discussion and interviews.” These clusters were used to create a common set of
codes that we could use to group studies. From there, the researcher identified com-
mon themes within the codes and used these to create subcategories within the CPP
framework.

We acknowledge that this is a preliminary study where the coding results are
highly likely to be unreliable or incomplete since only one researcher did the re-
view work. In the future, we will validate this review procedure by having multiple
researchers independently use the procedure and then calculate the inter-rater relia-
bility of their codes. The results of the search process are publicly available for future
researchers to build upon: https://github.com/randi-c-dubs/k12-ai-ed.

4 Results

4.1 Reviewed articles

Before excluding studies that did not include user studies, we collected 103 papers
on AI literacy curricula, proposals, and educational tools for K-12 students. We
note here that our search process yielded many more papers than previous literature
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Table 3: Attributes of reviewed articles

Factor Category N Percent
Age group Primary 11 17%

Middle 11 17%
Secondary 22 34%

Pre-K and Primary 2 3%
Primary and Middle 6 9%
Middle and Secondary 4 6%
Primary to Secondary 6 9%
Primary to Adult 2 3%

Setting Informal 40 63%
Formal 13 20%
Laboratory 11 17%

Country of USA 34 53%
first author Denmark 4 6%

Finland 4 6%
Israel 4 6%
Spain 3 5%
Austria 2 3%
Korea 2 3%
Other 11 17%

reviews and certainly more papers than we expected. (Ng et al., 2021) had the largest
review, with 67 K-12 AI literacy research articles. We believe that our collection of
more than 100 papers is significant because research about K-12 AI literacy often
claims that there is not much work to be found in the field. However, the results of
our search suggest that there is more work out there than researchers are cognizant
of. Here, we see an opportunity for further research about which papers receive more
papers and citations while others are left out.

Of the papers that we identified for potential review, 78 conducted a user study
with K-12 students. Of these, 64 presented the results of the study in their article.
Table 2 contains all of the studies we included in our review categorized by their year
of publication. This table shows that there has been a sharp increase in published AI
literacy studies over the past five years.

4.2 AI concepts, practices, and perspectives

We also categorized previous work by the kinds of AI knowledge converted in the
intervention. Brennan and Resnick (2012) published a taxonomy of computational
thinking knowledge called the concepts, practices, and perspectives (CPPs) frame-
work. We adapted this framework to outline concepts, practices, and perspectives for



Figure 1: A summary of subcategories in the concepts, practices, and perspectives of our
AI literacy CPP framework.

AI education. Rather than trying to capture all AI knowledge in a comprehensive
list, our goal was to create a broad set of categories, shown in Figure 1, for sorting
interventions.

Concepts. AI concepts are the set of knowledge that AI researchers and prac-
titioners engage with as they do work. Since there is no agreed-upon taxonomy of
AI concepts, we created subcategories for concepts along the lines of AI background
knowledge, interdisciplinary knowledge, and the Five Big Ideas of AI. Background
knowledge includes definitions and examples of AI, the historical development of AI,
and comparisons between machine and biological intelligence. The Five Big Ideas of
AI, developed by Touretzky et al. (2019) describe five sectors of AI knowledge: ma-
chine perception, representation and reasoning, machine learning, Human-AI interac-
tion, and societal impact. AI concepts related to the Five Big Ideas were most com-
monly taught across all AI concepts, with machine learning as the best-represented
set of concepts we found in previous work. Finally, interdisciplinary topics cover all
other knowledge that researchers taught alongside AI (e.g., science) to contextualize
learning and draw connections between AI and students’ core curricula.

Practices. AI practices include the skills and methods that AI researchers employ
in their work. Based on Brennan and Resnick’s framework for computational thinking
practices, we derived three subcategories for AI practices: construction, analysis, and
communication about AI. Practices related to constructing AI were more common
than any other kind of practice. This subcategory included using the design thinking
process, using the scientific method, defining AI problems, prototyping, data set cu-
ration, creating models, evaluating models, adapting to feedback, programming, and
user interface (UI/UX) design. The AI analysis subcategory included data analysis
and interpretation, recognizing and deciphering AI systems, evaluating the presence
of bias in AI systems, predicting the impact of systems, and identifying stakeholders



and stakeholder values. The final and least commonly identified AI practices involved
communicating about AI. This included scientific communication skills and activism
skills, like advocacy, related to AI.

Perspectives. Similar to Brennan and Resnick, we define AI perspectives as the
beliefs and evolving understandings that students develop as they learn about AI. The
first “Perspectives” subcategory is digital literacy, or students’ developing awareness
of AI and its impact on society. This includes students recognizing how AI is relevant
to their personal lives, future careers, culture, and society. The next subcategory is
critical digital literacy, or students’ developing consciousness of AI’s strengths and
limitations. This includes students recognizing humans’ role in designing AI systems,
seeing that AI systems can have both positive and negative impacts on society, and
seeing that people can redesign AI systems with new goals. Finally, identity and
social awareness cover students’ recognizing their individual potential to influence
AI, feeling that they are capable, feeling that they are part of an AI community, and
being aware of their personal strengths and weaknesses.

4.3 Existing AI literacy assessments

Kong (2019) used the computational thinking CPP framework to explore researchers’
approaches to assessment. In this section, we use a similar approach to review how
researchers have assessed K-12 students’ understanding of AI content. First, we iden-
tify the summative and formative approaches researchers have used for AI concepts
and practices. Then we look at the myriad of approaches used to evaluate students’
AI perspectives.

4.3.1 Summative Assessments of AI Concepts and Practices

Lancaster et al. (2019) described summative assessments as measures used to evalu-
ate students’ achievement at the end of an educational intervention. In our review,
we found that K-12 AI education researchers used assessments including multiple-
choice questions, open response questions, interviews, discussion, and project-based
assessments to evaluate students’ understanding of AI concepts and practices.

Multiple-choice questions. Multiple-choice questions are the least labor and
time-intensive assessments for researchers and educators to implement. However, they
are also the least flexible way to assess understanding and provide little opportunity
for students to continue learning as a part of the assessment. AI education researchers
have begun developing concept inventories for the topics they cover in their interven-
tions. For example, Rodŕıguez-Garćıa et al. (2021) developed an assessment that
covered general knowledge of AI and specific knowledge about supervised machine
learning systems. Lee et al. (2021) used a concept inventory that covered a broad
range of AI topics including basic AI knowledge, machine learning, decision trees, and
generative AI concepts. Both examples used concept inventories as diagnostic tools
to measure students’ knowledge before any lessons began.

Open responses. Compared to multiple-choice questions, assessments with open
response questions take longer for students to complete and are more labor-intensive



Table 4: AI Concept and Practice Assessments in Reviewed Articles

Type of Assessment Relevant Articles
Multiple-choice: close-ended ques-
tions with a finite number of cor-
rect answers, evaluated quantita-
tively

(Kahn et al., 2018; Kandlhofer et al., 2016; Kim et al.,
2021; Lee et al., 2021; Lyu et al., 2021; Melsión et al.,
2021; Rodŕıguez-Garćıa et al., 2021; Shamir and Levin,
2020, 2021; Von Wangenheim et al., 2020; Williams
et al., 2019b; Yoder et al., 2021)

Open response: open-ended short
or extended response questions,
evaluated qualitatively

(DiPaola et al., 2020; Estevez et al., 2019; Henry et al.,
2021; Hitron et al., 2018, 2019; Kahn et al., 2018; Kan-
dlhofer et al., 2016; Lin et al., 2020; Rodŕıguez-Garćıa
et al., 2021; Rosen et al., 2011; Shamir and Levin, 2020,
2021; Tang et al., 2019; Tseng et al., 2021; Van Brum-
melen et al., 2020; Vartiainen et al., 2020a,b; Zhang
et al., 2019, 2021; Zhu and Van Brummelen, 2021)

Discussion and interview: open-
ended, conversations about AI con-
cepts or students’ projects, evalu-
ated qualitatively

(Kandlhofer et al., 2016; Kaspersen et al., 2021a; Park
et al., 2021; Shamir and Levin, 2021; Aki Tamashiro
et al., 2021; Tseng et al., 2021; Vartiainen et al., 2020b,
2021; Von Wangenheim et al., 2020; Zimmermann-
Niefield et al., 2019)

Project-based assessment: analy-
sis of student-produced artifacts,
evaluated quantitatively or qualita-
tively

(Alturayeif et al., 2020; Bigham et al., 2008; DiPaola
et al., 2020; Jordan et al., 2021; Sakulkueakulsuk et al.,
2018; Srikant and Aggarwal, 2017; Tseng et al., 2021;
Ureta and Rivera, 2018; Van Brummelen et al., 2020;
Vartiainen et al., 2020b, 2021; Von Wangenheim et al.,
2020; Williams, 2021; Zhu and Van Brummelen, 2021)

Activity-based assessment: analy-
sis of student behavior or task com-
pletion, evaluated quantitatively or
qualitatively

(Ali et al., 2021c,b; Benotti et al., 2014; Druga et al.,
2019; Druga and Ko, 2021; Forsyth et al., 2021; Kan-
dlhofer et al., 2016; Lyu et al., 2021; Park et al., 2021;
Aki Tamashiro et al., 2021; Tseng et al., 2021; Wan
et al., 2020; Yoder et al., 2021)

to grade. They are also less objective since graders must make judgments about
what knowledge a student is demonstrating in their answer. Even so, open response
questions give researchers and educators a richer understanding of how much of the
content students understand.

The most common kind of open response questions were definition questions
where students gave a general definition of AI or explained a particular mechanism.
Rodŕıguez-Garćıa et al. (2021) and Zhu and Van Brummelen (2021) both used stu-
dents’ open-ended responses to AI definition questions to create word clouds that
showed how students’ mental models of AI developed by the end of their educational
modules. Kandlhofer et al. (2016) and Vartiainen et al. (2020b) gave open-ended
assessments to younger (5-10-year-old) students, making them more accessible by
having students draw to express their understanding.

Word problems are another kind of open response question, they allow students



to demonstrate their understanding of concepts in a concrete context. For example,
Hitron et al. (2019) and Tseng et al. (2021) asked students to explain AI mechanisms
using scenarios they constructed. The scenarios provided some information students
could use to make an educated guess about how a mechanism might work, even
before they had gone through the AI lessons. Programming exercises, such as the
ones used by Zhang et al. (2019) to have students demonstrate their mastery of logic
programming, are another example of word problems.

Finally, a few research studies used extended response questions to evaluate AI
understanding. For example, DiPaola et al. (2020) included assessment questions with
case studies to have students demonstrate their grasp of stakeholder analysis. Hitron
et al. (2019) and Vartiainen et al. (2020a) used essay questions, asking students how
they might apply what they had learned to a problem in their own lives.

Discussion and interviews. Assessments using discussion and interviews are
very labor-intensive, but create more opportunities to give students feedback during
an assessment. Kandlhofer et al. (2016) started lessons with a discussion on students’
prior knowledge, using their past experiences as a foundation for the AI lessons. At the
end of the lessons, researchers interviewed students about their experiences and which
topics stood out. In Vartiainen et al. (2021) and Vartiainen et al. (2020b), researchers
facilitated small group discussions amongst students before and after learning about
machine learning to assess their understanding. The discussions allowed students to
articulate what they had learned and expand their thinking as they conversed with
their peers. Finally, Von Wangenheim et al. (2020) used debates to get students to
share varying perspectives about ethical issues in AI.

Project-based assessments. Researchers used cumulative final projects to as-
sess the extent to which students could practically apply their knowledge. To evalu-
ate students’ projects, researchers used both qualitative and quantitative measures.
Qualitative measures were more exploratory, analyzing the kinds of projects students
created and what concepts they engaged with (Bigham et al., 2008; DiPaola et al.,
2020; Jordan et al., 2021; Van Brummelen et al., 2020; Vartiainen et al., 2020b, 2021).
Quantitive measures used rubrics or statistical measures to grade and compare stu-
dents’ projects (Alturayeif et al., 2020; Srikant and Aggarwal, 2017; Tseng et al., 2021;
Sakulkueakulsuk et al., 2018; Williams, 2021; Ureta and Rivera, 2018; Von Wangen-
heim et al., 2020). For example, Alturayeif et al. (2020) gave students a close-ended
project to complete and evaluated students’ learning based on how many project tasks
they completed and how long they took to complete them. Sakulkueakulsuk et al.
(2018) used competition between students’ projects based on performance metrics
to rate students’ work. Finally, Shamir and Levin (2021), Vartiainen et al. (2020b),
and Aki Tamashiro et al. (2021) did artifact interviews where students’ work was a
starting point for discussing AI concepts in more depth with students.

4.3.2 Formative Assessments of AI Concepts and Practices

Lancaster et al. (2019) described formative assessments as gathering information
about students’ understanding as they progress through learning activities. In K-
12 AI education, researchers tracked students’ progress as they worked on projects



and activities to understand the progression of their learning.
Formative project-based assessments. Formative project-based assessments

considered students’ processes as they worked on their projects. Vartiainen et al.
(2021) documented a broad scope of students’ creation processes, from their brain-
stormed ideas through implementation. They used this information to gain insight
into how students reflected on and refined their projects as their understanding of
machine learning grew. Tseng et al. (2021) evaluated students’ conceptual under-
standing of machine learning by having them think out loud as they worked on their
projects. In their method, researchers combined observation with interviews, lever-
aging the context of the projects students were working on to ask probing conceptual
questions. Researchers’ questions helped students both reinforce their understanding
of machine learning concepts and clarify any misunderstandings.

Activity-based assessments. Researchers used formative activity-based as-
sessments to better understand students’ developing mental models of AI. Learning
activities, unlike student projects, are smaller bit of work where an educator has more
control over which learning objectives students engage with.

Although many papers described analytical methods they used to measure stu-
dents’ learning while they did activities, only Ali et al. (2021c) explicitly identified
embedded assessments as part of their approach. Ali et al. described gathering ev-
idence of students’ learning using online forms and system logs as students played
games and explored AI demos. They later analyzed this data to demonstrate what
students had learned about GANs with their activities.

Similar to embedded assessment, other researchers recorded videos, transcribed,
and gathered field notes as students completed the lessons to gather evidence of
students’ learning as they completed activities Druga et al. (2019); Druga and Ko
(2021); Kandlhofer et al. (2016); Park et al. (2021); Tseng et al. (2021); Ali et al.
(2021b); Forsyth et al. (2021); Aki Tamashiro et al. (2021); Benotti et al. (2014); Lyu
et al. (2021); Wan et al. (2020); Yoder et al. (2021). Park et al. (2021) analyzed video
recordings of students learning about AI agents to identify moments of revelation and
obstacles to learning that they could use to improve their platform. Wan et al. (2020)
identified four inquiry behaviors (question asking, creating arguments from evidence,
suggesting, and sharing) and reviewed recordings of students participating in their
activities to identify when students engaged in these behaviors.

4.3.3 Assessing Perspectives

Finally, researchers used surveys, open response questions, interviews, and assess-
ments embedded in activities to understand students’ changing values, beliefs about
AI, and AI identities.

Surveys. Six (6) papers evaluated students’ perceptions of artificially intelligent
devices Williams et al. (2019a); Druga et al. (2019); Druga and Ko (2021); Lin et al.
(2020); Van Brummelen et al. (2021); Zhu and Van Brummelen (2021). In these
examples, researchers used examples of AI agents, such as toy robots and chatbots,
as the basis for their investigations of perceptions. Researchers used multiple-choice
Likert questions to explore students’ mental models of the devices. A notable example



Table 5: AI Perspective Assessments in Reviewed Articles

Type of Assessment Relevant Articles
Perception of AI surveys: (Druga et al., 2019; Druga and Ko, 2021)
subjective questionnaires (Lin et al., 2020; Van Brummelen et al., 2021)
about students’ beliefs (Williams et al., 2019a)
about AI artifacts, evalu-
ated quantitatively

(Zhu and Van Brummelen, 2021)

Attitudes toward AI (Estevez et al., 2019; Kandlhofer et al., 2016)
surveys: subjective (Kim et al., 2021; Lee et al., 2021; Lin et al., 2020)
questionnaires about (Mariescu-Istodor and Jormanainen, 2019)
students’ motivation to
learn AI, evaluated quan-
titatively

(Mobasher et al., 2019; Olari and Romeike, 2021;
Rosen et al., 2011; Sakulkueakulsuk et al., 2018;
Shamir and Levin, 2020; Vachovsky et al., 2016;
Yoder et al., 2021; Zhang et al., 2019)
Zhu and Van Brummelen (2021)

Discussion and interview: (Druga et al., 2019; Lee et al., 2021)
open-ended conversations
about students’ beliefs,
evaluated qualitatively

(Yoder et al., 2021)

Activity-based assess-
ment: analysis of task
completion, evaluated
quantitatively and quali-
tatively

(Ali et al., 2021c; Lee et al., 2021)

is Williams et al. (2019a) who worked with very young students and connected their
perceptions of AI with their developmental level, examining how age and students’
theory of mind led to differences in students’ attributions of intelligence to the devices.

Changes in students’ attitudes toward AI and beliefs about their individual abil-
ity to participate in AI were of high interest to researchers. Zhang et al. (2019) and
Sakulkueakulsuk et al. (2018) asked students about the extent to which they felt that
learning AI in a relevant interdisciplinary context was important and beneficial to
students. Estevez et al. (2019) and Yoder et al. (2021) used pre and post-Likert ques-
tions to explore how important students thought it was for people to learn AI given
its role in society and important ethical issues. Other researchers used multiple-choice
self-evaluation questions to gauge students’ interest, feelings of competence, and self-
efficacy with regard to AI. Notably, Mariescu-Istodor and Jormanainen (2019) and
Kim et al. (2021) used models of student motivation and interest to assess multiple
motivation factors such as relevance and perceived ability. Two other works specifi-



cally asked questions about participation in the AI community - Estevez et al. (2019)
asked if students’ assumptions about who could be successful in AI had changed and
Vachovsky et al. (2016) asked if students felt they had role models and community
in the field.

Discussion and interviews. Researchers’ survey questions often went along
with discussions and interview questions or where students could share more of their
thoughts. Druga et al. (2019) gave students a questionnaire about their perceptions of
different AI agents. After they completed the questionnaire, students would discuss
their answers with their peers, lending further insight into how students thought
about the technology. Lee et al. (2021) and Yoder et al. (2021) observed that during
the post-activity discussions and interviews, students connected what they had done
in the lessons to their developing beliefs about AI’s impact on society.

Activity-based assessments. Finally, researchers used activities that gave stu-
dents opportunities to explore and describe their beliefs about AI. Ali et al. (2021a)
asked students to turn their understanding of AI into action in an activity where
students proposed policies to regulate the use of AI. In their analysis, they explored
how students’ perspectives about AI’s impact on society drove which policies they
advocated for. Lee et al. (2021) included an activity where students connected po-
tential future careers to AI. This activity showed how students thought about future
AI applications and their role in them.

5 Discussion: Future opportunities for constructionist AI curricula

At the 2011 International Confederation of Principals, Andy Hargreaves remarked
that you should “measure what you value instead of valuing only what you can
measure.” Along these lines, in constructionist AI literacy education we should value
and measure what students learn as they engage in the process of making artifacts.
In this section we build off of prior published work in AI literacy and computational
thinking to synthesize a comprehensive approach for the assessment of AI concepts,
practices, and perspectives

5.1 Assessing AI concepts

In assessing AI concepts, researchers should aim to measure students’ grasp of back-
ground information in AI, the Five Big Ideas of AI, and interdisciplinary material cov-
ered in their curricula. Particularly for constructionist curricula, assessments should
be grounded in the activities and projects that students do. Suitable assessments in-
clude project-based concept inventories, concept discussions, artifact interviews, and
activity-based assessments.

Project-based concept inventories. Project-based concept inventories look
for evidence of students’ learning in the artifacts that students create. AI concept
inventories, such as those from Rodŕıguez-Garćıa et al. (2021) and Lee et al. (2021),
contain both general and specific AI knowledge students should understand. They
include foundational ideas that students should understand, such as definitions, and



check whether students hold common misconceptions. Researchers can use concept
inventories to create evaluation tools such as self-assessments and project rubrics.

Many of the articles we reviewed used self-assessment tools as part of their evalu-
ation. For example the 12-point AI competency self-assessment produced by Lassnig
(2018) that included items such as “I can formalize a search problem.” Students can
use self-assessment tools in a formative manner to track their learning as they progress
through a curriculum. Kim et al. (2020) created embedded assessment tools such as
“Sparkle Sleuth” where students and teachers used tangible notes to create portfolios
of their learning. Self-assessments can help keep learning objectives at the front of
students’ minds.

Project rubrics can be used to benchmark students’ application of concepts. Lao
et al. (2019) allowed students to choose any project topic they wanted, then they
analyzed projects by which AI concepts (e.g. multi-layer networks, transfer learning)
students applied. By connecting project topics to concepts covered in a curriculum,
educators can help students turn information into personally meaningful projects.

Concept discussions and artifact interviews. Concept discussions and arti-
fact interviews allow students to reflect on and participate in constructive dialogue
about their work Vartiainen et al. (2020b) and Vartiainen et al. (2021) hosted small
group discussions to evaluate students’ learning. As students shared their experiences
and knowledge of machine learning, they also learned from one another’s experiences
and understandings. Von Wangenheim et al. (2020) used discussions to have stu-
dents push one another in their understandings of ethics. Researchers can structure
discussions around concepts they want to assess and take notes to evaluate learners’
understanding. Discussions are beneficial to students because they continue to learn
as they get feedback on their ideas from peers.

Tseng et al. (2021) used artifact interviews to formatively assess their young par-
ticipants by having them think aloud as they worked on their projects. Researchers
asked students questions about concepts as students encountered them, creating a
personalized assessment where students reflected on their knowledge as they applied
to it. Shamir and Levin (2021) used summative artifact interviews, asking students to
trace what they learned through the narrative of their project creation. Researchers
can use structured artifact interviews to gather evidence about what concepts stu-
dents understand and whether their knowledge has any gaps Brennan and Resnick
(2012).

Activity-based assessment. Activity-based assessments like embedded assess-
ment and classroom observation allow researchers to measure students’ learning as it
happens. Activity-embedded assessment questions could include multiple-choice and
open response problems to gather information about students’ grasp of ideas. This
is likely the best approach for evaluating how well students understand very abstract
ideas or background AI information. Ali et al. (2021b) used embedded assessment
to evaluate students’ understanding of generators and discriminators in GANs while
students were exploring different real-world examples of GANs. After this assessment,
educators can use students’ answers as the basis for a class discussion and review, as
described by Ali et al..

Classroom observation also allows researchers to gather information about what



students are learning. Park et al. (2021) systematically recorded notes about students’
learning, misconceptions, and struggles as they programmed. Researchers with a clear
theory of learning can integrate embedded assessments and classroom observation to
track concept mastery as it happens.

5.2 Evaluating AI practices

To measure students’ ability to construct, analyze, and communicate about AI sys-
tems, researchers should use assessments that evaluate the process and final prod-
ucts of constructionist curricula. Project-based skills inventories, artifact interviews,
project studios, project reports, and activity-based assessments are suitable assess-
ments for evaluating the three subcategories of AI practices.

Project-based skill inventories. We are unaware of any published work that
describes an AI skill inventory, though this kind of work is currently underway by
groups such as the AI4K12 working group, https://ai4k12.org/gradeband-progression-charts.
An AI skill inventory should include items related to constructing AI, such as “eval-
uating model,” and analyzing AI, such as “considering the implications of an AI
system.” Researchers can use skill inventories to create self-assessment tools, obser-
vation schema, and project rubrics.

Students can complete skill self-assessments to reflect on how they used different
skills in their projects. Kim et al. (2020) described Maker Moments, a formative self-
assessment tool where students and educators note their use of key skills. As students
are engaged in projects, they should see developments in their technical, ethical, and
design thinking skills.

Project rubrics can be used as a quantitative benchmark of students’ learning.
Brennan et al. (2020) described how different educators used project rubrics to set
nonrestrictive guidelines for the kinds of skills they wanted students to demonstrate in
their projects. One educator accomplished this by having multiple levels of learning
objectives, “mild, medium, and spicy” that students could choose from. Technical
performance metrics can also be a helpful way to rate students’ grasp of different
skills. Sakulkueakulsuk et al. (2018) had students complete very similar projects and
hosted a competition between teams to judge students’ work. Researchers should
create project rubrics that enable them to measure the extent to which students
demonstrate technical and ethical skills in their projects.

Project studios and artifact interviews. Project studios and artifact inter-
views allow students to participate in constructive dialogues about their projects. In
project studios, students share their work with peers to get feedback and support.
Zimmermann-Niefield et al. (2019) had students discuss their projects in small groups.
During these discussions, students conferred with one another on the best techniques
reflected on the challenges they faced, and discovered new approaches from others’
experiences. Brennan (2015) emphasized the usefulness of these discussions as part
of forming a “community of practice” where individuals could increase their capacity
for creativity.

In artifact interviews, students discuss their projects with researchers. Brennan
and Resnick (2012) had students reflect on their process of creation and speak about

https://ai4k12.org/gradeband-progression-charts


how they used programming practices like debugging and iteration. Researchers can
also use artifact interviews to evaluate students’ ability to transfer their knowledge to
new domains. In their artifact interviews, Shamir and Levin (2021) asked students to
describe how they might extend their projects. Students talked through their under-
standing of AI practices that beyond what showed up in their projects. Researchers
should structure artifact interviews such that students can reflect on skills learned in
class and connect to ideas outside of class Turbak and Berg (2002).

Project reports and presentations. Assessments that include project reports
and presentations let researchers evaluate students’ ability to communicate about
AI. Von Wangenheim et al. (2020) had students write an evaluation report about
the performance of their models, putting their results in the context of the problem
they were trying to solve. Project reports can also be effective for helping students
communicate about ethical issues. For example, Furey and Martin (2018) had stu-
dents include a summary of the ethical implications of their projects in final reports.
Project reports can also be formative assessment tools: students can document their
code or complete design journals as they work (Brennan and Resnick, 2012). Written
reports allow students to see how AI skills relate to the broader context of projects
they are interested in(Kong, 2019).

Many AI curricula included project presentations at the end of their curricula
Zhang et al. (2019); Mobasher et al. (2019), but none explicitly analyzed students’
presentations in their results. The benefits of presentations over artifact interviews
or reports are that students have to structure their thinking and present it to a broad
audience that can give them feedback. Researchers can better take advantage of these
kinds of presentations as assessments of practices by using skill inventories to create
a rubric. Students could use the rubric to structure their presentations and audience
members (e.g., educators, peers, parents, and other community members) can use it
to provide feedback.

Activity-based assessment. Activity-based assessments like programming ex-
ercises and design problems are tools researchers can use to more directly assess
students’ grasp of specific AI practices. To evaluate practices related to construct-
ing artifacts, Zhang et al. (2019) gave students logic programming problems to see if
they could use the techniques they learned in class on new. For practices related to
analyzing artifacts, DiPaola et al. (2020) created case studies to evaluate students’
ability to use ethical thinking practices like identifying stakeholders and their values.
Activity-based assessments can also be used to evaluate students’ ability to transfer
skills to new domains. Hitron et al. (2019) and Tseng et al. (2021) asked students
word problems about how they might apply their knowledge of AI to an issue that
came up in their own lives. Design problems are powerful because they allow re-
searchers to probe students’ knowledge of particular practices in context, rather than
from memory Brennan and Resnick (2012).

5.3 Surveying AI perspectives

Finally, measuring students’ developing digital literacy, critical digital literacy, iden-
tity, and social awareness requires assessments that uncover the connections students



make to the material they interact with. Assessments like surveys, discussions, de-
bates, and activity-embedded assessments can help evaluate perspectives.

Surveys. Constructionist assessments should recognize that students make new
ideas by building on their previous ones. This means that assessments should paint
a picture of how students’ ideas develop over time, not just where they might be
at a particular moment Brennan and Resnick (2012). Kim et al. (2021) developed
a student model of interest and motivation to understand “why” students want to
learn about AI and, consequently, what curricula should teach. Surveys such as the
one developed by Kim et al. delivered at multiple points throughout a curriculum
can reveal the bigger picture about how students’ digital literacy, identity, and social
awareness are developing. Understanding this picture is key to developing curricula
that meet students’ needs, especially when students are from demographic groups
that have been historically excluded and underrepresented in tech (Vachovsky et al.,
2016; Lee et al., 2021).

Discussions and debates. Discussions and debates can help students clarify
their beliefs about AI and make stronger arguments to support their beliefs. Discus-
sions provide an opportunity for students to give and receive feedback on different
perspectives about AI, particularly related to digital literacy and critical digital lit-
eracy. Druga et al. (2019) had students discuss their perceptions of AI in small
groups as they completed a survey about their beliefs. As students discussed their
perceptions, researcher observed that many of their beliefs were informed by media,
their parents, and peers. Using discussions helped researchers identify not only what
students’ beliefs were, but where they came from. Von Wangenheim et al. (2020)
had students debate different ethical issues in AI. These debates revealed students’
beliefs about AI, particularly their beliefs around appropriate roles for AI given the
limitations of technology. Discussions and debates allow researchers to explore where
students’ ideas come from while also giving students opportunities to progress in their
thinking.

Activity-based assessment. Activity-based assessments of perspectives allow
students to develop their understandings and put them into action. Activities around
digital literacy can be helpful for both assessing and promoting students’ digital
literacy. Rather than using a survey to assess students’ understanding of AI, Lee
et al. (2021) used an activity where students worked in groups to classify different
examples of technology as AI or not. These kinds of activities allow students to both
show their current understanding while also supporting further learning Brennan and
Resnick (2012). Ali et al. (2021a) had students put their opinions about AI into
action using an activity where students advocated for different policies for regulating
AI. In this way, Ali et al. allowed students to articulate their opinions about AI
while also considering actions they might take to become AI activists. Activity-based
assessments allow students to express and take action on their ideas.

6 Conclusion

As researchers continue to create and publish new K-12 AI literacy curricula, shared
understandings of what students should learn and how researchers measure that learn-



ing will become increasingly critical. Based on published articles about K-12 AI
literacy curricula, we synthesized a taxonomy of AI concepts, practices, and perspec-
tives (CPPs) based on the computational thinking CPPs presented by Brennan and
Resnick (2012) to create a shared language researchers can use to define learning ob-
jectives in their curricula. AI CPPs define the kinds of information, skills, attitudes,
and beliefs that students should acquire as they engage in the construction of AI. We
found that some AI topics, such as supervised machine learning, were emphasized
much more than others, such as practices around communicating about AI. We hope
that future AI literacy curricula will keep AI CPPs in mind as they consider what
topics to emphasize.

Assessment is important for helping students and educators set and meet goals
in their learning journeys. The kind of assessment that educators use implicitly
defines the curriculum Rowntree (1977). Thus, curriculum designers should take
care to use assessments that capture what is most beneficial to students, educators,
and researchers. We reviewed different approaches researchers have taken to evaluate
students’ grasp of AI concepts, practices, and perspectives. Then, we used assessment
methods from this review to propose specific assessment approaches that are well-
aligned with a constructionist pedagogy. We hope that this proposal is a valuable
contribution to curriculum designers looking for comprehensive ways to measure what
students have learned.

In completing this work, we also look toward future work that would help strengthen
this area of study. First, the field of K-12 AI literacy still needs guidelines about what
students should learn. A comprehensive set of learning objectives would be helpful
for the development of concept and skill inventories that researchers could use to
develop assessment tools. Second, there needs to be more assessments of ethics, eth-
ical thinking practice, communicating about AI, and AI perspectives. Assessments
about AI concepts and constructing AI artifacts abound. However, if students are
going to become citizens who think critically about technology, we will need better
assessment tools for those skills. Work in this direction will help researchers develop
more holistically impactful curricula.
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